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NOTESABOUT STATISTICAL EVIDENCE

Michele Taruffo
Cétedra de Cultura Juridica, Girona, Spain

1. INFERENCESAND DECISION

These notes do not deal with the whole complex problem of “forensic statistics’,
on which there is arelevant amount of literature (Frosini, 2002). Rather, they are
aimed at stressing some doubtful and disputable topics that should be considered
when the use of statisticsin judicial processesis analyzed.

A first set of relevant questions ariseswhen one deal swith the basic problem
of any judicial decision, that is: the inference — or, more frequently — the set of
inferences that are based upon the relevant evidence at hand and the conclusion
concerning the truth or falseness of the statements concerning the facts in issue.
However, before dealing with such basic problems a coupl e of premises should be
clarified. One of these premises is that the decision about those facts is not
conceived asanirrational and merely subjective spiritual act, asitiswiththeintime
conviction of the French crimina system (Taruffo, 2009, pp. 87, 161, 244), but —
rather- as areasoning made according with rational models and logical principles.
Thenit may beinterpreted asaset of logical inferences(Taruffo, 2009, p. 207). The
second premiseisthat when one speaksof judicial truth thereisnoreferenceto any
ideaof “absolute” truth, that isof something that cannot beachievedinany judicia
process (aswell asin other areas of human experience and even of science). Then
thejudicial truth has to be intended as a relative truth, not in the subjective sense
that each individual has his own personal truth, but in the objective sense that any
conclusion about the facts in issue is based upon the evidence that isavailable in
each specific case. Then such a truth is a matter of degree depending on such
evidence, or — as it may be said — a matter of approximation to the unattainable
“true” truth of those facts. That's why thisideamay also be expressed in terms of
probable truth or of probability of truthfulness of the factual statements. On these
complex topics see Taruffo (2009, pp. 74, 90).

1 But for different situations see infra, 3.
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Onthebasisof these premi sesthefundamental problemmay bestatedinthese
terms. whether, and if yesin which way, the reference to statistics may be used as
evidence concerning a specific individual fact (for instance: a particular causal
connection), that is usually the subject matter of ajudicial case . Of course this
problem arises because the common opinion is that statistics refer to a frequency
of asituation within a given relevant population or set of cases and are useful for
predictions, although predicting aspecific fact isextremely difficult (Frosini, 2002,
p. 22), but they cannot say anything about individual past events (Frosini, 2002, pp.
9, 149). Then the problem may be interpreted as dealing with the structure of the
legal connection between stati stics and conclusions concerning the specific factin
issue.

1.1 NAKED STATISTICAL EVIDENCE?

The problem of the inferences connecting rationally the evidence at hand with a
conclusion concerning the facts in issue may be interpreted — and actually is
interpreted — on the basis of various conceptual models. A complete analysisof all
thesemodel scannot bemadehere, then aspecific attentionwill bepaid only tothose
models in which statistics may be or are actually used.

First of all, however, one of these models may be set aside immediately, that
is: the theory according to which the so-called naked statistical evidence may
support aconclusion about the factsin issue even when there is no other evidence.
It is a well known and disputed theory (Frosini, 2002, pp. 12, 65), but a full
discussion of it is not relevant here, because of at |east two reasons. Oneisthat in
theadministration of justicethereisnointerest in paradoxesasthose of thebluebus
or the public of arodeo. About these paradoxes see Frosini (2002, p. 86), also for
other references. The judge does not play with paradoxes. he has to deal with
specificand concreteempirical factsthat occurredinthe past. Another reasonisthat
—asitiscommonly said- statisticshavenothing to say about specific past facts, since
they deal with populationsor setsof eventsand—moreover- areoriented towardsthe
futurerather than towards the past (Frosini, 2002, p. 17). Thisdoes not prevent, of
course, the reference to statisticsin the analysis of the evidence, but it shows that
naked stati stics cannot be taken as an autonomous and sufficient item of evidence.

1.2 BAYESIAN PROBABILITY?

Among the approaches to the problem of judicial decision on factsthereisavery
well known theory that has been devel oped in thelast decades mainly —but not only
— intheUnited States(Garbolino, 2014; Frosini, 2002, p. 45; Taruffo, 1992, p. 169),
accordingtowhichtheevidentiary inferencesshoul d bemadeintermsof quantitative
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probability, and mainly by applying the so-called Bayes theorem. Inthisway, itis
said, thejudgemay arriveat aconclusionintermsof aper cent degreeof probability
of the statement concerning the fact in issue. The problem that would be solved in
this way is to establish which one, among various hypotheses (or among several
causes) ismost probably connected with this statement. Inthismodel, thefunction
of statisticsisto providea priori probabilities concerning the different hypotheses
(or causes) about an event, and the theorem permits to determine the a posteriori
probability of thisevent in connection with the relatively best hypothesis or cause
(Garbolino, 2014, p. 88; Frosini, 2002, p. 49).

Thereisno doubt about the mathematical validity of the Bayes theorem, that
actualy is used in a broad variety of contexts. The problem, however, is to
understand whether the Bayesian cal culus may betaken —asits supporterssay —as
the general model of the judge's reasoning about the evidence. If the question is
stated in such general terms, the answer cannot but being negative, for several
reasons. One of thesereasonsisthat only sometimes—but for sure not always—the
judgehasto decidewhichisthemore probabl e evidence or the more probabl e cause
of an event. When, asit more often happens- thejudge hasjust to establish whether
afact occurred or did not occur on thebasisof someitemsof evidenceat hand, there
isho problem about alternative hypotheses or various possible causes of that fact.
The problem may simply beto establish whether afact X (the only possible cause)
provoked or did not provoke the effect Y (i.e. thefact inissue). In all these cases,
it seemsthat thereisno possible use of the Bayes' theorem (Frosini, 2002, p. 99).

But even assuming that the theorem could be hypothetically applied, its use
may beimpossible. Herethe problem isthat in many —or most —casesin ajudicial
context there are no statistics to be used as probabilities a priori , because of the
simplefact that such information islacking. Then the Bayesian cal culus cannot be
performed; more broadly see Taruffo (1992, p. 175). In order to savethispossibility
even when an objective statistical information is not at hand, it is sometimes said
that one should use subjective evaluations of the frequency of agiven hypothesis
or cause, and such estimates should be taken as probabilities a priori upon which
thecal culus could bebased (Garbolino, 2014, pp. 92, 95; Frosini, 2002, pp. 53, 98).
But even admitting hypothetically that in some contexts such a subjective version
of probability may be accepted, thisisnot the case of judicial contexts. Onthe one
hand, infact, thedecision hasto be madeby thejudgeon thebasisof objectiveitems
of evidence assessed in arational and controllable way, not on the basis of the
judge’ ssubjectivebiasesand personal eval uationsof any merely supposed frequency
of any event. On the other hand, it is well known that one of the most frequent
fallacies in the common reasoning is just that of quantifying arbitrarily and
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subjectively any supposed frequency of anything (Nisbett and Ross, 1989, pp. 55,
123, 159, 228; Taruffo, 1992, p. 176). Inaword: inventing nonexistent andfictitious
statistics is a very bad kind of reasoning.

Moreover, one of the last supporters of the Bayesian method for judicia
decisionsunderlinesthat up to date the devel opment of thetheory hasreached only
the situation in which thereisjust one specificitem of evidence, but that the theory
isnot yet applicable when there are several items of evidence (Garbolino, 2014, p.
310). Unfortunately for the theory, however, thereality of judicial processesisthat
usually thereare several —andin somecases many- different itemsof evidence, with
the further problem that some of them are favorable and some are contrary to a
specific conclusion about the factsinissue. Thismeansthat evenif one acceptsthe
Bayesiantheory, hecannot apply itin alarge number of cases: therefore, onceagain
it cannot be taken as a general model for judicia decisions.

2. INFERENTIAL MODELS

A more positiveand fruitful approach to the problem of thejudicial useof statistics
requires adue consideration of the inferences by which evidenceis connectedto a
conclusion concerning the factsin issue. The set of such inferencesis sometimes
very complex and may beanalyzed by meansof different logical models. However,
such an anaysis cannot be properly developed here. Therefore, for sake of
simplicity, attention may be paid just to two of the main models of inferencesin
which statistics may be involved.

One of these models is the Hempel’s model of a nomological-deductive
inference. It is relevant in the theory of judicial decision mainly because of the
reference made by Federico Stella (2003, p. 239); see also Taruffo (2015, p. 226)
and Frosini (2006, p. 307). Thiskind of inferenceis so called because it connects
apremise with a conclusion on the basis of ageneral covering law, and therefore
theconclusioniscertainin adeductiveway. Sofar, however, wearesimply dealing
with a modern version of the Aristotelian syllogism, and there is no problem of
statistics. The problem arises when the reference is made to aquasi nomological-
deductive model, that isto aprobabilistic version of the original model. It happens
when thereis not a covering general law, but thereis a statistical frequency of the
connection between premise and conclusion, and such afrequency hasaspecialy
high value (of 90% or even more). In such acaseit issaid that the conclusion may
be considered as practically certain, since itstruth is highly probable. There are,
however, some criticisms that can be addressed to this theory. On the one hand, it
may be said that it does not represent what normally happensin judicial contexts,
where the reference to general laws, but also to very high probabilities, is not
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impossible but isnot frequent. Then thismodel cannot be taken asageneral model
of judicia inferences.

Ontheother hand, therol eof statisticsin suchamodel deservesto beproperly
defined. It seems clear that if there are statistics suggesting that A provokes B in
95% of the cases, it providesagood reasonabl ejustification for believing that most
probably A provoked B alsointhespecific case. Butit would beincorrect to say that
in such a case the occurrence of B has a 95% probability, since statistics provide
frequenciesbut do not say anything about aspecificinstance. Rather, it could besaid
that in such acasethe statistical frequency offersanicejustification for apractical
decision. In other words, a judge would be reasonably justified in taking the
conclusion of the inference as if such a statement were highly probable, and to
behave asif it were true. However, it is said that to speak of practical certainty is
possible only when the probability is higher that 99% (Frosini, 2002, p. 130).

It seems, therefore, that the reference to statistics may play arelevant rolein
providing arational justification for judicial decisions, bur here afurther problem
arises. Actually such ajustification may berational when the probability at stakeis
very high (that iswhen the statistical informationisquasi general) mainly because
in such cases the rate of error is very low, and then the probability of a wrong
decision isaso very low, or at any rate tolerable. But what about the much more
frequent case in which the statistical frequency is lower (for instance, of 80% or
70%), and then taking the conclusion of theinference“ asif it weretrue” hasamuch
higher probability to be wrong? Moreover: what about the case in which the
statistical frequency is low or very low (for instance 30% or 20%), with the
corresponding high probability of error concerning the conclusion? About the
medium-low frequencies see Stella (2003, p. 350).

Inasense, andingeneral, it couldberoughly saidthat thedegreeof confidence
(or of belief) in the truthfulness of the conclusion depends on the degree of
probability of the statistics that are used asthe basis of theinference. Then, if this
degree islow, the conclusion of the inference cannot be taken asreliable, and the
inference cannot be taken as an independent and sufficient item of evidence

Thisdoesnot mean that only statisticswith high probabilities should be used,
since asolow probabilitiesmay beuseful (but seeinfra, 3.1.; Stella, 2003, p. 350).
However, animportant aspect of the problemiswhether and when statisticsmay or
may not besufficient to achievethestandard of proof that isrequiredineach specific
case?, although it may be admitted that even “low” statistics may be sometimes

2 About the standards of proof seeinfra, 4.
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relevant as a support of aconclusion about the factsin issue (Stella, 2003, p. 350).
Herethe main problemisto establish whether or not several statistics, each onenot
sufficient per se to support a conclusion, may be combined in a coherent set of
inferences, so that aconclusion about acausal connection may befinally justified®.

Similar remarks can be made about another logical model of inferencethat is
used in epistemology and also in the analysis of judicia decisions (Haack, 2003,
p. 60; Taruddo, 2009, p. 207). Itisthetypeof inference studied by Stephen Toulmin
(2008, p. 91), according to which ahypothesisH may be supported by an evidence
E onthebasisof awarrant W. Thistypeof inferencemay beconsidered asthesimple
and atomic element that — in various combinations — forms complex sets of
inferences, invariouscontext and eveninthejudicial reasoning about evidenceand
factual hypotheses (Taruffo, 2009, p. 209). Itisclear that the most important factor
of theinferenceisthewarrant, sincethe conclusion about H depends essentially on
it (Taruffo, 2009, p. 208). WhentheW isagenera law, onceagainwehaveaversion
of the syllogism and the conclusionisthat H isdeductively certain. But at | east two
problems arise when W is something different.

One of these problems dealswith the casein which W isageneralization. If,
following Frederick Schauer, there is a generaization that corresponds with a
universal law (Schauer, 2003, p. 7), once again the inference has a deductive
character. In other cases there may be ageneralization that is not properly general
but that correspondstowhat isconsidered as* normal”, morefrequent and familiar,
inthegivensituation. Heretheinferenceisnot deductivebut if such generalizations
are used as W in the Toulmin model, the conclusion may be that H is reasonably
justified (Schauer, 2003, pp. 7, 10, 55, 108). But of course this does not happen
when the generalization isspurious, being devoid of any epistemic meaning and of
any correspondencewiththereality (Schauer, 2003, pp. 7,12, 17,137,152). Insuch
acase, of course, thiskind of warrant cannot give any outcomein terms of rational
justification of H. Then the problem is that in each case in which common sense
generalization (corresponding to theltalian notion of massimed’ esperienza; about
such anotion, that is common also to other procedural cultures (Taruffo, 2012, p.
225; Taruffo, 2009, p. 210) are used as W, their nature and meaning, and their
epistemic foundation, hasto be carefully checked and eventually denied, since—as
William Twining writes (Twining, 2006, p. 338) —the“ stock of knowledge” that is
typical of common sense is an “ill-defined agglomerate of beliefs’, that is a
“complex soup of more or less well-grounded information, sophisticated models,

3 For apositive answer see Haack, 209, 218, 222, 225,
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anecdotal memories, impressions, stories, myths, proverbs, wishes, stereotypes,
speculations and prejudices’.

Thesituation may belesscomplex and uncertain when there are statisticsthat
may be used asW, but here again arelevant problem arises. Asit was said above,
a statistical frequency with a high (how much?) probability may provide a good
practical reason to take H asconfirmed “ asif it weretrue”, and then it may be used
as aW. But then an open question deals once more with frequencies lower than
“guasi 100%”, and also, in general, with low frequencies. Inthese cases, infact, the
best that can be said isthat such statistics provide alow level of W, and then they
do not offer a sufficient confirmation —if taken alone — of H.

3. SCIENTIFIC EVIDENCE

The domain in which the use of statisticsis by far more frequent is that of the so-
called scientificevidence. Actually inthelast decades, and mainly after the Daubert
decision issued in 1993 by the Supreme Court of the United States®, this kind of
evidence as become amost usual in the civil and crimina justice of several
countries. Theneed for thetrier of fact (judge or juror) to use scientific knowledge
that doesnot belong to hisculture, sinceheisonly an* averageman” fromthispoint
of view, hasbecome adaily duty when the case needsto be properly and carefully
decidedwithreferencetothefactsinissue. Ontheother hand, thegreat devel opment
of many branches of science, mainly —but not only —in various areas of medicine
and genetics, provides a wide array of techniques that may be useful, and then
should be used, in order to make such a decision.

The literature concerning such a complex and evolving phenomenon is
immense, inthe United Statesaswell asin other countries, but afair overview may
beachieved by looking at the 1.000 pages of abasictextinwhich severa essaysare
collected about the main examples of scientific evidence and some of the problems
they raise. It is the Reference Manual on cientific Evidence. It includes essays
concerning several types of scientific evidence, such as DNA test (Kaye and
Sensabaug, 2011, p. 129), exposurescience(Rodricks, 2011, p. 503), epidemiol ogy
(Green et al., 2011, p. 549), toxicology (Goldstein and Henifin, 2011, p. 633),
neurosciences (Greely and Wagner, 2011, p. 747) and mental health (A ppelbaum,
2011, p. 813), but also about evidence of economic damages (Allenetal., 2011, p.

4 Theliterature about Daubert and its effect isimmense and includes thousands of essays and
dozens of books. In the Italian literature see Stella (2003, p.458); Frosini, p. 41; Dominioni,
(2005, p. 137); Taruffo (1996); Dondi (1996).
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426) and engineering (Robertson et al., 2011, p. 897). Moreover, there are also
essays concerning the use of statistics (Kaye and Friedman, 2011, p. 211) and
multiple regression (Rubinfeld, 2011, p. 303), considering the great importance of
suchcalculationsinall theareasof scientificevidence. However,inthemodernidea
of science other areas of knowledge that are not considered in the Manual are
included, such as psychology, sociology, economy, anthropology, and so forth.

Considering the variety and the dimensions of what we now call scientific
evidence, itisclearly impossibletotry to devel op hereadetailed analysisof therole
that statisticshavein all these different domains. However, some general aspectsof
the phenomenon deserve to be stressed.

A first important aspect isthat each science—hard or human —and even each
specific branch of every science, has its own particular paradigms, protocols and
methods of inquiry, with the obvious consequencethat they providedifferent kinds
of knowledge, with different degrees of epistemic support, and then different kinds
of evidence. So to say, there is no unique and common scientific method, and
thereforethereisnouniqueideaor theory of scientificknowledge: correspondingly,
even the idea of scientific evidence is fragmented into a lot of different kinds of
information. Thisisthe fundamental problem of scientific evidence, at least after
Daubert, considering that -according with the principlesaffirmedin thisjudgment-
any item of evidence is admitted into ajudicial processonly if it is scientifically
valid andfitswiththe particul ar factsinissueasapossibly useful information about
them. When statistics are used as an evidence, or asapart of theinquiry leading to
any kind of scientific evidence, they must bereliable, properly calculated, correctly
interpreted and carefully analyzed from the point of view of their relevance for a
decision about the facts in issue (Kaye and Friedman, 2011, pp. 216, 230, 240,
260)°.

The necessary reference to the facts of the case leads to another important
problem, that deals with the evidentiary use of statistics. A good example of this
problem isthe use of statistics in epidemiology, mainly when the decision deals
with the causation between facts. In most cases, actually, ajudicial case dealswith
aspecific and individual factual situation, such as: “at the timet in the place p the
fact f provoked the effect €. Then this would be a case of individual or specific
causation in which a particular event is taken as the cause of a particular
consequence. But epidemiology deals essentially with the so-called general
causation, that iswiththestatistical frequency of theoccurrenceof a“type” of event
(that is “facts of the kind A provoke the effect of the type E in the X% of cases

5 These aspects are analyzed in all the specific essays included in the Manual.
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representing the relevant population”) (Kaye and Freedman, 2011, pp. 551, 597;
Frosini, 2002, p. 37, Stella, 2003, p. 294). Thenthe problemisthat (except what we
shall seelaterE.) an epidemiological statistical frequency has nothing to say about
the probability of the causal connection in a case of specific causation. Thisis not
tosay that such afrequency iscompletely useless, but it meansthat itisno sufficient,
per se, to provetheindividual causation; about low epidemiol ogical frequenciessee
Stella (2003, p. 352).

Ontheother hand, the statistical evidence of ageneral causation may be used
directly —so to say — as an evidence when the subject matter of the case dealswith
therisk or theincreasing risk of damages provoked for instance by the exposureto
dangerousmaterial s, by theuse of toxic medicament or by environmental pollution.
Such arisk may be the subject matter of the case, for instance when afactory is
sanctioned for not introducing protective measures preventing pollution or
intoxication. In such casestherisk of damage—an example of general causation —
is properly the main fact in issue, and then the epidemiological evidence may
provide directly the proof of thisfact. In general terms, so to say, statistics may be
properly used as evidence when the case does not deal with specific past events of
individual causation, but dealswith future probabilities of the occurrence of given
eventsinagiven population, sincein these casesthefrequency of such eventsinjust
arelevant aspect of thedecision. Something similar happenswhenthecaseisaclass
action dealing with mass torts, when the number of individual harms cannot be
established in a specific way, and then the dimension of the damages has to be
determined by means of statistics concerning the population exposed to the risk
(Taruffo, 2016; Giussani, 2016).

3.1 ADOUBTFUL EXAMPLE: TOXIC TORTS

Toxic torts are the domain in which the reference to statistics, mainly provided by
epidemiology, is most frequent. However, it is also the domain in which the use of
stetistical evidence raises several problems (Frosini, 2002, p. 59).

First of al, it is commonly said that in the cases concerning toxic torts the
general causation about the toxic effects of the use of dangerous medicaments or
of theexposureto dangerous materia sneedsto be properly demonstrated, and then
that al so the specific causation of such effectsinindividual casesneedsto beproven
(Greenetal., 2011, p. 552). Astotheproof of general causationthereareno specia
problems since — as said above — statistics may provide such aproof. The problem
arises concerning the proof of specific causation: it is usually said that statistical
probabilitieshavenothing to say about specific causation (Rubinfeld, 2011, p. 319),
but sometimesit is aso said that statistics may prove such a causation, since they
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could provide a proof that achieves the civil standard of the preponderance of
evidence, that is a probability of at least 51%°.

Thistheory hasbeen accepted by several American courts(Greenetal ., 2011,
p. 608, Haack, 2014, p. 264). The main argument is— in extreme synthesis — the
following: if therelativerisk of disease of those who used the medicament or were
exposed to the dangerous material’ is two times the risk of the non-users or
unexposed, thereforein such casesthere would be aproof of the specific causation
intheindividual cases, becausethe standard of the more probablethan not hasbeen
achieved. Moreover, sometimesit issaid that the stati stics showing the doublerisk
are a sufficient proof of the specific causation, and sometimesit is even said that
such statisticsare necessaryto prove such acausation; for analytical referencesand
an analysis of such cases see Haack (2014). There is no need to develop here a
thorough analysis of this argument, but some critical remarks are necessary,
notwithstanding the positive opinion shared by several courtsand by somewriters
(Green et al., 2011, p. 611, Haack, 2014, p. 269).

First of all, onemay beinclinedto believethat if —for instance—thenon-users
of the medicament or the nonexposed suffer the disease in the proportion of 5% of
the relevant population, and the users or the exposed suffer the same disease two
timesmore (that iswith arisk of 2), the outcome would be that for the users or the
exposed therisk of such adiseaseisof 10%, but thiswould not say anything about
the specific causation concerning particular individuals. It would just be an
information about the general causation in the population of the users or of the
exposed, but nothing more. After all, a probability of 10% of risk for users and
exposed may be relevant within the general assessment of evidence, but itisinno
way equivalent to a probability of 50% in any case of specific causation.

On the other hand, even admitting that the doublerisk produces aprobability
of 50% in specific cases, this does not mean that the standard of the preponderance
of evidence (or of themore probabl ethan not) isachieved: 50%isnot preponderant
upon another 50%, then with 50% of probability the proof is not reached.

Moreover, in a recent essay Susan Haack (2014, pp. 264, 285) provides
variousepi stemol ogical argumentsshowingthat thedoubleriskisneither necessary
nor sufficient to prove a specific causation. It is not necessary because such a
causation may be demonstrated, by any other kind of evidence, even when the

6 About this standard see infra, 4.

7 Therelativerisk istheratio between the rate of diseases in those who used the medicament
or wereexposed and therate of the same di sease among non-usersor non-exposed. See Green
et a. (2011, p. 566)
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double risk does not exist, aswhen, for instance, itisof 1,9 or even lower. In such
cases the reference to the ratio of the risk may be useful together with other
evidence, but itisnever decisiveand should not necessarily be of 2. Thedoublerisk
isnot sufficient because the statistical frequency of therisk isnot per se aproof of
what happened in specific cases. Therefore, once again, the knowledge of such a
frequency may be useful if considered as a concurring information in the context
of all the evidence available, but individual causation isnot demonstrated only by
the double risk.

4. STANDARDS OF PROOF

Every time in which one speaks of the “sufficiency” of the evidence to support a
conclusion about the facts in issue the problem is to establish when the evidence
availableisorisnot sufficient for thispurpose. Inthelegal languageitistheproblem
of the so called standard of proof, that is of the threshold that should be achieved
—by the evidentiary inferences- in order to conclude that the fact has been duly
proven, that is: that the statement concerning such a fact has received a proper
degree of logical confirmation (or justification) by the evidence at hand. Herethe
problem is relevant because in several cases the standards of proof are defined in
terms of statistical probabilities.

However, as a preliminary remark it should be underlined that in several
procedural systems -mainly inthecivil law area- thereareno numerical definitions
of these standards, and the deci sion about whether or not asufficient degree of proof
of thefactsinissue hasbeenreachedisleft to adiscretionary assessment of thetrier
of fact (usually aprofessional judge). In some cases, and the main exampleisthe
French criminal procedure, such ajudgment isleft to so-calledintime conviction of
the judge or of the jurors, that is to a merely subjective and basicaly irrational
decision. In other cases, such as in the Italian and Spanish civil procedure, it is
assumed that such an evaluation is made rationally (about the Italian system see
Taruffo, 2011, p. 519), i.e. by applying rational criteria (such as the Spanish sana
critica) (Abel Lluch, 2015, pp. 54, 86, 113), but no numerical or probabilistic
standards are established.

Correspondingly, the homeland of statistical standards are the common law
systems, and specially the American one, but they are a very common point of
reference even for other systems, and then some remarks are deserved here.

A very well-known standard for a criminal judgment , which isfollowed in
moreor lessexplicitwaysalsoin other systems, asfor instancein Italy after arecent
reform (Stella, 2003, pp. 154, 195; Frosini, 2002, p. 121; Garbolino, 2014, p. 461)
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saysthat acriminal condemnationispossibleif and only if the defendant’sliability
is established beyond any reasonable doubt (BARD). Such a standard belongs to
the history of common law (Shapiro, 1999) and it is used in several judgments of
the American Supreme Court, beginning mainly in the Seventies (Stella, 2003, p.
156). In the present context it isnot relevant initself , since it may be interpreted
simply by saying that it is better to acquit a guilty defendant than to condemn an
innocent, but mainly becauseitisofteninterpretedin probabilistic terms, by saying
forinstancethat it establishesa90% or a95% degree of proof of guilt asaminimum
threshold required for condemnation. Thisinterpretation of the BARD standard is
very common but it isvery doubtful, and there are variousreasonsto reject it. One
of these reasons, argued very convincingly by Larry Laudan (2006, p. 29), isthat
any numerical quantification of the standard is meaningless. In particular, what
seemsimpossibleisweighing inanumerical or statistical scalethereasonability of
the doubt concerning the guilt of the defendant. Therefore, as it argued by Jordi
Ferrer (2007, p. 144), whether a doubt is reasonable should be established
according to rational , not numerical, criteria.

In civil cases the common law, and mainly the American system, apply the
standard of thepreponderanceof evidence, accordingtowhichthefactual hypothesis
proposed by the plaintiff hasto be accepted if its degree of proof ishigher than the
degree of proof of the defendant’s hypothesis. This standard isinteresting in the
present context because it is commonly said that it means that one of the two
hypotheses should have at least a0.51 (or a51%) of probability, and consequently
the opposed hypothesis should have at best a probability of 0.49 (or of 49%). For
this reason it is usually said that the standard is of the most probable than not
(Morgan, 1962, p.21; Clermont, 2013, p. 16; Clermont, 2012, p. 60, Lilly, 1996, p.
55, Redmayne, 1999, p. 167; James et al., 1992, p. 339).

This theory iswidely accepted by the American courts (not by the English
ones) (Redmayne, 1999, p. 174), but it seems almost meaningless to a thorough
analysis. On the one hand, it is based on the assumption —which istypical of the
American culture of the adversarial process — according to which in any case the
judge has aways to make a choice between the plaintiff’s and the defendant’s
factual hypotheses. This does not work in other systems (or in other cultures), in
which other hypotheses about the factsin issue may be considered, including also
the judge’'sown “third” hypothesis (Taruffo, 2009, p. 32). But the most important
problem of this theory is the implicit assumption that the plaintiff's and the
defendant’sversions of the facts are complementary, so that if oneversionismore
probable the other has to be correspondingly less probable, and vice versa. Only
assumingthispremise, infact, it may be said that if the plaintiff’sversionisproven



Notes about statistical evidence 237

at 0.51 then the defendant’sone has only aprobability of 0.49, and therefore should
be rejected. But this statement is incorrect: actually in many cases the two
hypotheses are not complementary and are simply different. Imagine, for instance,
that the plaintiff says(A) " Peter provoked to meadamageof 1,000”, and Peter says
(B) “yes, but | paid 1,000 to the plaintiff”. Both A and B may betrue, or both may
befa se, and therefore the degree of probability of one hypothesis does not depend
on the degree of probability of the other. Then, if one wants to think in terms of
complementary probabilitieshe hasto think of apositive hypotheses (A istrue) and
thecorresponding negative hypothesis(A isfalse), sinceonly inthiscaseif A istrue
at 0.51thenA isfaseat 0.49, or viceversa. Then thecorrect way of interpreting the
standardistheruleof themoreprobablethan not, asitissaidto be—butinadoubtful
way — the real meaning of the preponderance of evidence.

Eveninthiscase, however, thingsarenot easy. Ontheonehand, and using the
same example, A may be more probable than its negative, and then should be
accepted, but also B may be more probable than its negative, and then should also
be accepted. And so what? The decision has to be taken according to legal rules
determining the legal consequences of such a situation, not according to
complementary probabilities. Only when A has a probability at least of 0,51 or
higher uponitsnegative, and B’ snegative hasaprobability of morethan 0.51 A will
prevail on B, but only because of legal reasons.

Ontheother hand, al thisway of reasoning isbased upon the assumption that
probabilitiesfrom 0 to 1 may be ascribed to any factual hypothesis, but it isnot so.
Notwithstanding the efforts of American courtsand common law scholars, it hasto
be acknowledged that there are no methods that can be properly used in order to
determine the numerical values of the preponderance of evidence or of the more
probable than not of one or ancther factual hypothesis (Jameset al., 1992, p. 339).

At any rate, determining standards of proof is a fundamental need in any
rational theory of judicial decisions, since the standard establishes whether and
when the proof of the factsin issue has been achieved. Thisdoes not mean that the
American standards should be taken asmodel s, and al so it does not mean that there
should be different standards for criminal cases and for civil cases. Rather, it may
be admitted that several standards of proof may be determined, mainly depending
onthekind of error distribution that is accepted in any particular situation, and on
thebasisof several factorssuch asthevalue of theamount or thekind of the sanction
at stake, the different steps of the judicial proceedings, and so forth. The most
important point to stresshereisthat thisisnot atheoretical problem: thisisamatter
for policy optionsthat thelawgiversshould makefor thevarioussituationsinwhich
adecision about the factsin issue has to be made.
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